
Luca Schweri     |     23.03.2022     |Luca Schweri     |     23.03.2022     |

BERT: Pre-training of Deep Bidirectional
Transformers for Language Understanding

(Bidirectional Encoder Representations from Transformers)

Jacob Devlin, Ming-Wei Chang, Kenton Lee, Kristina Toutanova

Google AI Language

Advanced Topics in Machine Learning and Data Science 1



Luca Schweri     |     23.03.2022     |

Outline

▪ Background & Motivation

▪ BERT Architecture

▪ Pre-Training

▪ Experiments

▪ Summary & Conclusion

▪ Strengths & Weaknesses

▪ Questions

▪ Related Work

Advanced Topics in Machine Learning and Data Science 2



Luca Schweri     |     23.03.2022     |

Unsupervised Pre-training
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Unsupervised Pre-training

Feature-based Approach Fine-tuning Approach
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Pre-trained Model

Feed-forward Model
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Output
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Unidirectional vs. Bidirectional LM
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We went to the river bank.

We went to the bank to make a deposit.

left context

right context
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Architecture
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DecoderEncoder
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Architecture
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DecoderEncoder 110M Parameters 340M Parameters
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Input Representation
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BERT Model
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Left-to-Right Language Model (LTR LM)
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Alaska is about twelve time bigger than New York

left context masked
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Masked Language Model (MLM)
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Alaska is about twelve time bigger than New York

left context right context

80%:

10%:

10%:

Alaska is about twelve time [MASK] than New York

Alaska is about twelve time apple than New York

Alaska is about twelve time bigger than New York



Luca Schweri     |     23.03.2022     |

Next Sequence Prediction (NSP)
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[CLS] the man went to [MASK] store [SEP]

he bought a gallon [MASK] milk [SEP]

[CLS] the man [MASK] to the store [SEP]

penguin [MASK] are flight ##less birds [SEP]

IsNext

Input:

Label:

NotNextLabel:

Input:



Luca Schweri     |     23.03.2022     |

Outline

▪ Background & Motivation

▪ BERT Architecture

▪ Pre-Training

▪ Experiments

▪ Summary & Conclusion

▪ Strengths & Weaknesses

▪ Questions

▪ Related Work

Advanced Topics in Machine Learning and Data Science 16



Luca Schweri     |     23.03.2022     |

BERT vs. GPT vs. ELMo
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Multi-Genre Natural Language Inference (MNLI)
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At the other end of Pennsylvania 

Avenue, people began to line up for 

a White House tour.

People formed a line at the end of 

Pennsylvania Avenue.

contradiction/neutral/entailment

Label:

Sentence 2:

Sentence 1:
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Stanford Sentiment Treebank (SST-2)
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It’s probably not easy to make such 

a worthless film …

Steven Spielberg brings us another 

masterpiece

positive/negative

Label:

Sentence:

Sentence:

positive/negative

Label:
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General Langauge Understanding Evaluation (GLUE)
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Stanford Question Answering Dataset (SQuAD v1.1)
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… Precipitation forms as smaller 

droplets coalesce via collision 

with other rain drops or ice 

crystals within a cloud. …

Paragraph:

Where do water droplets collide 

with ice crystals to form 

precipitation?

Question:

within a cloud

Answer:
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Stanford Question Answering Dataset (SQuAD v1.1)
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Stanford Question Answering Dataset (SQuAD v1.1)
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Situations With Adversarial Generations (SWAG)
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4 x

On stage, a woman takes a seat at 

the piano. She …

Startphrase:

a) sits on a bench as her sister 

plays with the doll.

Endings:

b) smiles with someone as the music 

plays.

c) is in the crowd, watching the 

dancers.

d) nervously sets her fingers on 

the keys.
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Situations With Adversarial Generations (SWAG)
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Ablation Study: Effect of Pre-Training
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Ablation Study: Effect of Pre-Training
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Ablation Study: Effect of Pre-Training
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Ablation Study: Model Size
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#L: Number of Encoders

#H: Hidden Vector Size

#A: Number of Attention Heads

BERTBASE

BERTLARGE
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Ablation Study: Feature-based
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Ablation Study: Feature-based
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Summary & Conclusion

▪ BERT is proposed to overcome the limitation of unidirectional LMs

▪ Masked LM is introduced for bidirectional pre-training

▪ NSP is introduced to enable BERT to understand the relationship between 
sentences

▪ BERT advances the state-of-the-art for eleven NLP tasks

▪ Bidirectional LMs are more powerful than left-to-right LMs

▪ Task-specific models can benefit from larger more expressive pre-trained 
representation 

▪ BERT can also be used in a feature-based approach
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Experiments

Strengths

▪ BERT was evaluated on many 
different NLP tasks

▪ BERTBASE has the same model size as 
GPT

▪ Evaluated the effects of their pre-
training methods

▪ Clear description of the NLP tasks 
and the task-specific models

Weaknesses

▪ Often only the results of the dev set 
instead of the test set were used

▪ No comparison with a transformer-
based model using left-to-right and 
right-to-left LMs.
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BERT

Strengths

▪ Achieves better results than previous 
state-of-the-art methods

▪ Parallelizable architecture

▪ Fast fine-tuning (2-4 epochs)

▪ Minimal additional task-specific 
parameters are required

▪ Suitable for many different NLP tasks

Weaknesses

▪ Resource and time intensive pre-
training (slower convergence than 
left-to-right pre-training)

▪ For small datasets sometimes fine-
tuning is unstable

▪ Lack of ability to handle long text 
sequences (max. 512 tokens)
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Questions?
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Domain Specific Pre-training
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Multilingual
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VideoBERT
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Distilliation
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RoBERTa
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ERNIE
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XLNet
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Additional Slides
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Stanford Question Answering Dataset (SQuAD v2.0)
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… Precipitation forms as smaller 

droplets coalesce via collision 

with other rain drops or ice 

crystals within a cloud. …

Paragraph:

Where do water droplets collide 

with ice crystals to form 

precipitation?

Question:

within a cloud

Answer:

𝑆 ∙ 𝐶 + 𝐸 ∙ 𝐶 < 𝑚𝑎𝑥𝑖≤𝑗𝑆 ∙ 𝑇𝑖 + 𝐸 ∙ 𝑇𝑗
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Stanford Question Answering Dataset (SQuAD v2.0)
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Ablation Study: Masking Strategies
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Ablation Study: MLM vs. LTR LM
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BERT Limitations
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Commonsense Reasoning
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The trophy doesn't fit in the suitcase because it is too small.

Sentence:

the trophy / the suitcase

Answer:
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Long Texts
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What BERT is not
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